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Webly-Supervised Learning (WSL)
• How to learn robust representations from abundant, weakly-labeled web images?

• Challenge 1: label noise
• Challenge 2: domain gap

• Generalizability on real-world testing sets is not emphasized.



Prototypical & Contrastive Learning
• Prototypes

• A representative embedding for a group of semantically similar instances
• Contrastive Learning

• A self-supervised learning method that brings samples from the same instance
closer, and separates samples from different instances farther

• Why Prototype + Contrastive Learning?
• Instance-wise contrast push two different instances of the same class
• Prototypical-instance contrast encourages formulation of semantic structure

1) Prototypical Contrastive Learning of Unsupervised Representations, ICLR 2021
2) Learning from Noisy Data with Robust Representation Learning, ICCV 2021
3) MoPro: Webly-Supervised Learning with momentum Prototypes. ICLR 2021



FoPro for A Brand-new Setting of WSL
Objective
• Learn from web data for real-world applications
• Two key problems: 1) whom to learn from; 2) what to learn
Contribution
• A new few-shot setting
• A new prototypical contrastive representation learning method
• A new flexible relation module



FoPro Model Architecture
• Two siamese encoders, one classifier, one projector, one reconstructor, one auxiliary

classifier, and one relation module



FoPro Stage 1: Preparation
• Learn common, regular patterns for the encoder via:

• Extract principal, distinguishable low-dimensional embeddings via:



FoPro Stage 2: Incubation
• Initialize prototypes with labeled, real-world fewshots via:

• Pull instances closer to their prototypes via:

• Pull instances from the same sample closer via:

• Tighten/loosen class cluster distribution adaptively via:



FoPro Stage 3: Illumination
• Select clean sample for relation module via:

• Learn the metric on instance-prototype similarity via:



FoPro Stage 4: Verification
• Complete wrong label correction, out-of-distribution sample removal via:

• Leverage self-knowledge with model prediction and self-contained confidence via:

• Maintain noise-robust prototypes via:



FoPro Results on Fine-Grained Datasets
• FoPro boosts performance of vanilla backbones more significantly than SOTA methods.
• FoPro achieves consistent performance with an increasing K-shot.



FoPro Results on Large-scale Datasets
• FoPro is initially preceded by SCC and MoPro, but rises steadily after efficiently exploiting a

few real-world examples.
• When K=0, the prototypes are solely initialized by web examples randomly. The relatively

higher percentage of noise in WebVision/Google500 causes lower performance.



Reduced Gap of Web & Real-word Performance
• The abnormal case of K=4 is due to sampling jittering where atypica, unrealistic images of

certain classes can be sampled from ImageNet1k.
• The reduced gap reflects that FoPro bridges the noisy web domain and real-world domain

with limited K shots.



Ablation Study & Qualitative Results
• Compared with pre-defined, fixed similarity metrics such as cosine distance, our Relation

Module (RM) discovers clean examples more precisely and efficiently.

• Visualization on the sorted web examples confirm that the prototypes we polished can be
used to indicate clean, web images.



Conclusion
• We propose FoPro, the first few-shot guided method for learning from web data, that

tackles both noise and domain gap with a large quantity of web images and a few real-
world images.

• Our contribution
• We propose a new few-shot learning setting in WSL with abundant noisy web 

images and a few real-world images, which aims to improve the performance of 
WSL for real-world applications in a cost-efficient way.

• We present FoPro to solve noise and data bias in an end-to-end manner, which relies
on the formulation of class-representative and domain-generalized prototypes.

• We propose relation module for label noise correction. It outperforms fixed metrics 
(cos distance) by evaluating instance-prototype similarity with a learnable metric.

• Performance under the increasing K-shot settings demonstrates that FoPro utilizes 
few shots wisely to bridge the gap towards real-world applications.



Thanks for your attention!


